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Abstract

Motivation. The charge equilibration (QEq) approach can treat isolated systems, but no effects from external fields are considered. However, in molecular simulations, it is often desirable to include electrostatic interactions with solvents, especially simulations for biological molecules. Therefore, the QEq approach including solvent effects is effective for molecular simulations.

Method. We developed a QEq approach that incorporates solvent effects by using the generalized Born (GB) model, and call it the QEq–GB approach.

Results. The QEq–GB approach indicates that dipole moments for certain organic compounds increase with increasing dielectric constant, which is the expected behavior.

Conclusions. The QEq–GB approach can be used in molecular–mechanics and molecular–dynamics calculations to calculate the charge distribution of molecular systems in solvents.
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Abbreviations and notations

QEq, charge equilibration
PM3, parametric method 3
GB, generalized Born

1 INTRODUCTION

The charge distribution within molecules must be ascertained for determining the electrostatic energies in molecular mechanics and molecular dynamics calculations. In conventional molecular simulations, however, changes in molecular structure or in electrostatic environment prevent accurate representation of the relaxation of the charge distribution.

Rappé and Goddard proposed a charge equilibration (QEq) approach for predicting charge distributions that depend on the molecular geometry [1]. They calculated charge distributions and
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dipole moments of organic, inorganic, biological, and polymer systems. Their calculated dipole moments agree well with measured dipole moments [1].

The QEq approach described in [1] can treat isolated systems, but no effects from external fields are considered. However, in molecular simulations, it is often desirable to include electrostatic interactions with solvents, especially for simulations including biological molecules. Therefore, for molecular simulations, a QEq approach that includes solvent effects will be effective.

To improve the applicability of the QEq approach, we developed a QEq approach that incorporates solvent effects. We used the GB model to represent the solvation free–energy because the energy expressed by the generalized Born (GB) model (a continuum solvation model) is only dependent on the partial charges of molecules [2–4]. We therefore call this the QEq–GB approach. Here, we show its formulation and application to calculate dipole moments and hydration free–energies of organic compounds, such as aldehydes, acids, amides, amines, and alcohols.

2 COMPUTATIONAL METHODS

2.1 Original QEq Approach

In the original QEq approach, the total electrostatic energy is represented as:

\[ E_{\text{vac}}(Q_1 \cdots Q_N) = \sum_A E_A(Q_A) + \sum_{A<B} Q_A Q_B J_{AB} \]  

(1)

where \( E_A(Q_A) \) is the energy of atom \( A \), and can be expressed as:

\[ E_A(Q_A) = E_{A0} + \chi_A^0 Q_A + \frac{1}{2} J_{AA}^0 Q_A^2 \]  

(2)

\[ \chi_A^0 = \frac{1}{2} (IP_A + EA_A) \]  

(3)

\[ J_{AA}^0 = IP_A - EA_A \]  

(4)

where \( IP \) and \( EA \) represent the ionization potential and electron affinity, respectively. \( \chi_A^0 \) and \( J_{AA}^0 \) represent the electronegativity and self–Coulomb repulsion, respectively, and their values are the same as those given in [1]. \( J_{AB} \) is the Coulomb interaction between unit charges A and B.

To calculate \( J_{AB} \), Rappé and Goddard described the atomic density in terms of a single s–type Slater orbital to correct for the shielding effect [1]. In addition, in their QEq model only the orbital exponent of H is allowed to be charge–dependent [1]. Therefore, to evaluate the charge equilibration, Slater–type overlap integrals must be calculated, and simultaneous equations must be solved iteratively when H atoms are included in a system.

Recently, Nakano et al. reported dipole moments of organic compounds calculated by using a
QEq approach [5] that uses the Nishimoto–Mataga expression [6] for evaluating Coulomb integrals as follows:

\[ J_{AB} = \frac{1}{2} \frac{1}{R_{AB}^2 + \left( J_{AA}^0 + J_{BB}^0 \right) / 2} \text{ (a.u.)} \]  

(5)

where \( R_{AB} \) is the distance between atoms \( A \) and \( B \). Because Eq. (5) does not contain information on the atomic charges, to evaluate the charge equilibration, simultaneous equations are solved directly without iterating. In addition, the correlation between measured dipole moments and dipole moments calculated by using Nakano’s method was nearly the same as the correlation between measured dipole moments and dipole moments calculated by using the Gaussian98 program [1,7] (see Sec.3.1). In this study, we used Eq. (5) for evaluating Coulomb integrals.

Differentiating Eq. (1) with respect to \( Q_i \) leads to an expression for the atomic–scale chemical potential:

\[ \chi_{A}^\text{vac} (Q_1, \cdots, Q_N) = \frac{\partial E^\text{vac}}{\partial Q_A} = \chi_A^0 + \sum_B J_{AB} Q_B \]  

(6)

At equilibrium, the requirement is that the atomic chemical potentials be equal, thus leading to the following \( N-1 \) conditions:

\[ \chi_1 = \chi_2 = \cdots = \chi_N \]  

(7)

The condition on the total charge:

\[ Q_{\text{total}} = \sum_{i=1}^{N} Q_i \]  

(8)

thus leads to a total of \( N \) simultaneous equations:

\[ C^\text{vac} Q = D^\text{vac} \]  

(9)

where

\[ C^\text{vac}_{1j} = 1 \]  

(10)

\[ C^\text{vac}_{ij} = J_{ij}^0 - J_{ji}^0 \text{ for } i \geq 2 \]  

(11)

and

\[ D^\text{vac}_1 = Q_{\text{total}} \]  

(12)

\[ D^\text{vac}_i = \chi_i^0 - \chi_1^0 \text{ for } i \geq 2 \]  

(13)
2.2 Incorporation of Solvent Effects into the QEq Approach

In our QEq–GB approach, we used the generalized Born model to incorporate solvent effects into the QEq approach. In the formulation of the QEq–GB approach, the total energy in solution is expressed as:

\[ E^{\text{sol}}(Q_1 \cdots Q_N) = E^{\text{vac}}(Q_1 \cdots Q_N) + \Delta G_{\text{sol}} \]  

(14)

The solvation free–energy of a molecule can be expressed as:

\[ \Delta G_{\text{sol}} = -\frac{1}{2} \left( 1 - \frac{1}{\varepsilon} \right) \sum_A \sum_B Q_A Q_B \Gamma_{AB} \]  

(15)

where \( \varepsilon \) is the dielectric constant of the solvent, \( A \) and \( B \) represent atoms in the molecule, and \( Q_A \) and \( Q_B \) are the partial charges on atoms \( A \) and \( B \), respectively. \( \Gamma_{AA} \) can be expressed as

\[ \Gamma_{AA} = \frac{1}{r_A^2} \]  

(16)

where \( r_A \) is the atomic radius of \( A \). \( \Gamma_{AB} \) is the two–center repulsive energy between unit charges on atoms \( A \) and \( B \), and can be evaluated by using Ohno–Klopman–type expression:

\[ \Gamma_{AB} = \frac{1}{\sqrt{R_{AB}^2 + \left( \frac{1}{2} (r_A + r_B) \right)^2}} \]  

(17)

where \( R_{AB} \) is the distance between atoms \( A \) and \( B \). The atomic radius \( r_A \) can be expressed as a function of \( Q_A \) as:

\[ r_A = \alpha_A \exp(-\beta_A Q_A) \]  

(18)

In this study, the values of \( \alpha \) and \( \beta \) determined by Takahashi et al. [4] were used to calculate \( r_A \) for H, C, N, and O atoms (Table 1).

<table>
<thead>
<tr>
<th>Atom</th>
<th>( \alpha (\text{Å}) )</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>1.36</td>
<td>0.303</td>
</tr>
<tr>
<td>C</td>
<td>1.85</td>
<td>0.125</td>
</tr>
<tr>
<td>N</td>
<td>1.53</td>
<td>0.101</td>
</tr>
<tr>
<td>O</td>
<td>1.46</td>
<td>0.086</td>
</tr>
</tbody>
</table>

Differentiating \( E^{\text{sol}} \) with respect to \( Q_A \) leads to similar forms of Eq. (6) for the solvent:

\[ \chi^{\text{sol}}(Q_1 \cdots Q_N) = \frac{\partial E^{\text{sol}}}{\partial Q_A} = \chi_A^0 + \sum_B \Gamma_{AB} Q_B + \frac{\partial \Delta G_{\text{sol}}}{\partial Q_A} \]  

(19)

\[ \frac{\partial \Delta G_{\text{sol}}}{\partial Q_A} = -\left( 1 - \frac{1}{\varepsilon} \right) \left( \sum_B Q_B \Gamma_{AB} + \sum_B Q_A Q_B \frac{\partial \Gamma_{AB}}{\partial Q_A} - \frac{1}{2} Q_A^2 \frac{\partial^2 \Gamma_{AA}}{\partial Q_A^2} \right) \]  

(20)
At equilibrium, the constraints on Eqs. (19) to (22) are similar to those on Eqs. (7) and (8). Therefore,

$$\mathbf{C}^\text{sol} \mathbf{Q} = \mathbf{D}^\text{sol}$$

where

$$C_{ij}^\text{sol} = C_{ij}^\text{vac}$$

$$C_{ij}^\text{sol} = C_{ij}^\text{vac} - \left( 1 - \frac{1}{\epsilon} \right) \left( \Gamma_{ij} - \Gamma_{ii} + Q_{i} \frac{\partial \Gamma_{ij}}{\partial Q_{i}} - Q_{j} \frac{\partial \Gamma_{ij}}{\partial Q_{j}} \right) \text{ for } i \geq 2$$

and

$$D_{i}^\text{sol} = D_{i}^\text{vac}$$

$$D_{i}^\text{sol} = D_{i}^\text{vac} - \frac{1}{2} \left( 1 - \frac{1}{\epsilon} \right) \left( Q_{i}^{2} \frac{\partial \Gamma_{ii}}{\partial Q_{i}} - Q_{j}^{2} \frac{\partial \Gamma_{jj}}{\partial Q_{j}} \right) \text{ for } i \geq 2$$

In addition, it is necessary to account for reduced interaction of charged atoms in a molecule with the atoms in a solvent compared to the interaction that is expected when the atom is regarded as a mono–atomic ion. Therefore, in the QEq–GB approach, we also use steric factors similar to those described in Eqs. (16) and (17):

$$\Gamma_{AA} = \frac{f_{A}}{r_{A}}$$

$$\Gamma_{AB} = \frac{1}{\sqrt{R_{AB}^{2} + \left( \frac{1}{2} \left( \frac{r_{A}}{f_{A}} + \frac{r_{B}}{f_{B}} \right) \right)^{2}}}$$

where $f_{A}$ is

$$f_{A} = \frac{S_{A}}{4\pi r_{A}^{2}}$$

where $S_{A}$ is the exposed surface area of atom $A$ in the molecule.
2.3 Iteration Procedure and Molecular Geometry

In the QEq–GB approach, an iterative calculation procedure is necessary because the elements of the \( C^{\text{sol}} \) matrix and the \( D^{\text{sol}} \) vector contain information on atomic charges. The initial values of the elements of the \( Q \) vector are calculated by using Eq. (9):

\[
Q^{(0)} = (C^{\text{vac}})^{-1} D^{\text{vac}}
\]

(31)

Within each iteration, the differences in the elements of \( Q \) between steps \( n \) and \( n-1 \) are calculated as:

\[
(Q^{\text{diff}})_i = \left| (Q^{(i-1)})_i - (Q^{(n-1)})_i \right|
\]

(32)

The iterative procedure is considered converged when \( Q^{\text{diff}} < 5.0 \times 10^{-4} \) for all elements.

The molecular geometries of all compounds are calculated by using the PM3 method with the Gaussian98 program package [7].

3 RESULTS AND DISCUSSION

3.1 Comparing the Results Obtained by QEq on Gaussian98 with those Obtained by Nakano’s Method

To compare with the implementation of QEq by Rappé and Goddard in Gaussian98 package and with Nakano’s method, we calculated dipole moments for the 11 molecules listed in Table 2. Figure 1 shows the correlation between measured [8] and calculated values. The correlation between measured dipole moments and dipole moments calculated by using Nishimoto–Mataga’s expression [6] for evaluating the Coulomb integrals was similar to the correlation between measured values and values calculated by using the method by Rappé and Goddard [1].

<table>
<thead>
<tr>
<th>Compound</th>
<th>Measured Dipole moment (Debye)</th>
<th>Gaussian98 Dipole moment (Debye)</th>
<th>Nakano Dipole moment (Debye)</th>
<th>Computational time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formaldehyde</td>
<td>2.3315</td>
<td>3.2580</td>
<td>2.6878</td>
<td>1.5</td>
</tr>
<tr>
<td>Acetaldehyde</td>
<td>2.750</td>
<td>3.5734</td>
<td>3.3561</td>
<td>1.5</td>
</tr>
<tr>
<td>Formic acid</td>
<td>1.4214</td>
<td>1.3664</td>
<td>1.2424</td>
<td>1.5</td>
</tr>
<tr>
<td>Acetic acid</td>
<td>1.70</td>
<td>2.6302</td>
<td>2.8291</td>
<td>1.6</td>
</tr>
<tr>
<td>Formamide</td>
<td>3.711</td>
<td>3.0712</td>
<td>2.8833</td>
<td>1.5</td>
</tr>
<tr>
<td>Propane</td>
<td>0.0841</td>
<td>0.0002</td>
<td>0.0391</td>
<td>1.6</td>
</tr>
<tr>
<td>Methylamine</td>
<td>1.27</td>
<td>1.4102</td>
<td>0.7894</td>
<td>1.5</td>
</tr>
<tr>
<td>Methanol</td>
<td>1.66</td>
<td>2.7530</td>
<td>1.9416</td>
<td>1.5</td>
</tr>
<tr>
<td>Ethanol</td>
<td>1.441</td>
<td>2.5527</td>
<td>1.9607</td>
<td>1.6</td>
</tr>
<tr>
<td>Toluene</td>
<td>0.375</td>
<td>0.0985</td>
<td>0.3235</td>
<td>1.6</td>
</tr>
<tr>
<td>Phenol</td>
<td>1.224</td>
<td>2.7887</td>
<td>2.3414</td>
<td>1.6</td>
</tr>
</tbody>
</table>

Table 2 shows the CPU time required for calculating dipole moments with an SGI Octane (300 MHz CPU, 2.5 GB RAM). Nakano’s method was more than 30 times faster than the Gaussian98
program. Because both methods yield similar values, Nakano’s method is therefore superior for calculating dipole moments because of its higher computational efficiency. We therefore used Nakano’s method in our QEq–GB approach.

![Dipole moment (debye)](image)

**Figure 1.** Correlation between measured and calculated dipole moments.

### 3.2 Dipole Moments in Solution

Table 3 shows calculated dipole moments of some organic compounds for \( H = 1.0, 2.0, 5.0, 10.0, 50.0, \) and 80.0. The dipole moments increase with increasing \( \varepsilon \) for all compounds except methylamine. In methylamine, however, because the charge distribution for \( \varepsilon = 80 \) is more polarized than that in vacuo, the polarization of methylamine is achieved in CH₃ and NH₂ groups.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Dielectric constant (( \varepsilon ))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>Formaldehyde</td>
<td>2.6878</td>
</tr>
<tr>
<td>Formic acid</td>
<td>1.2424</td>
</tr>
<tr>
<td>Formamide</td>
<td>2.8833</td>
</tr>
<tr>
<td>Methylamine</td>
<td>0.7894</td>
</tr>
<tr>
<td>Methanol</td>
<td>1.9416</td>
</tr>
<tr>
<td>Ethanol</td>
<td>1.9607</td>
</tr>
<tr>
<td>Phenol</td>
<td>2.3414</td>
</tr>
</tbody>
</table>

Increasing dipole moment with increasing \( \varepsilon \) is expected because the absolute value of the solvation free–energy of molecules given by Eq. (15) increases with increasing molecular polarization.
Table 4. Charge distribution of methylamine (see Figure 2).

<table>
<thead>
<tr>
<th>Atom</th>
<th>In vacuo</th>
<th>$\varepsilon = 80$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-0.091</td>
<td>-0.116</td>
</tr>
<tr>
<td>N</td>
<td>-0.340</td>
<td>-0.374</td>
</tr>
<tr>
<td>H$(1-C)$</td>
<td>+0.056</td>
<td>+0.061</td>
</tr>
<tr>
<td>H$(2-C)$</td>
<td>+0.065</td>
<td>+0.067</td>
</tr>
<tr>
<td>H$(\sim N)$</td>
<td>+0.123</td>
<td>+0.147</td>
</tr>
<tr>
<td>CH$_3$</td>
<td>+0.095</td>
<td>+0.080</td>
</tr>
</tbody>
</table>

Figure 2. Numbering of atoms in methylamine.

In all cases, our calculated dipole moments by using the QEq–GB approach converged within 4 iterations. Therefore, the QEq–GB approach is computationally efficient for molecular–mechanics and molecular–dynamics calculations to obtain charge distributions of molecular systems in solvents.
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